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ABSTRACT
The ability to accurately predict protein–protein interactions is critically important for understanding major cellular processes. However,
current experimental and computational approaches for identifying them are technically very challenging and still have limited success.
We propose a new computational method for predicting protein–protein interactions using only primary sequence information. It utilizes
the concept of physicochemical similarity to determine which interactions will most likely occur. In our approach, the physicochemical
features of proteins are extracted using bioinformatics tools for different organisms. Then they are utilized in a machine-learning method
to identify successful protein–protein interactions via correlation analysis. It was found that the most important property that correlates
most with the protein–protein interactions for all studied organisms is dipeptide amino acid composition (the frequency of specific amino
acid pairs in a protein sequence). While current approaches often overlook the specificity of protein–protein interactions with different
organisms, our method yields context-specific features that determine protein–protein interactions. The analysis is specifically applied to
the bacterial two-component system that includes histidine kinase and transcriptional response regulators, as well as to the barnase–barstar
complex, demonstrating the method’s versatility across different biological systems. Our approach can be applied to predict protein–protein
interactions in any biological system, providing an important tool for investigating complex biological processes’ mechanisms.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0219501

I. INTRODUCTION

Protein–protein interactions (PPIs), which can be viewed as
the result of various biochemical reactions and electrostatic attrac-
tions, play a critical role in many cellular processes by supporting
a variety of crucial biological functions.1,2 These functions range
from signal transduction, such as stimulus–response coupling in
bacteria,3,4 and enzymatic regulation to the generation of immune
responses.5–7 Furthermore, certain protein–protein interactions are
closely associated with the development and progress of various dis-
eases, including viral pathogenesis,8 cancer,9 and neurodegenerative
diseases.5,10 For example, neurological disorders such as Alzheimer’s
disease, Parkinson’s disease, and Huntington’s disease have all been
linked to mutations that specifically disrupt PPIs that can pre-

vent misfolding, leading to the effectively irreversible aggregation of
proteins.7

The exact identification of PPIs in cellular systems remains a
very difficult task. Several experimental techniques, including yeast
two-hybrid (Y2H) screens,11,12 mass spectroscopy,13,14 and tandem
affinity purification (TAP),15,16 have been developed in recent years
for detecting them. However, despite some advances, determining
PPIs in labs remains technically very challenging, time-consuming,
and costly. In addition, due to the complexity of the underlying pro-
cesses, these experimental methods often exhibit high rates of false
positives and false negatives.17 As a result, several computational
methods have been proposed to assist in predicting protein interac-
tions more accurately and efficiently.18–20 Such theoretical methods
not only support traditional wet lab experiments but also offer a
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more cost-effective means to quickly identify potentially interacting
protein pairs across the huge space of the entire proteome.21 Yet,
the performance of most of these techniques declines when supple-
mental additional biological information, such as protein structure
details, protein domains, or gene neighborhood information, is not
available.21 Hence, there is an immediate need to devise new com-
putational strategies that could efficiently predict PPIs, preferably
relying only on the limited information coming mostly from protein
sequence data.22

Because of the large volume of available biological informa-
tion, machine learning methods have recently emerged as powerful
tools to complement traditional experimental techniques, enabling
the analysis and prediction of PPIs from amino acid sequences.22–27

However, many advanced machine-learning models, such as deep
neural networks, are black boxes, making it difficult to understand
why they make specific predictions. Such methods do not pro-
vide insights into which features of the protein sequence are most
relevant for these interactions. Moreover, traditional models fre-
quently rely on simplistic representations of protein sequences, such
as amino acid composition, or a very limited set of physicochemical
descriptors of proteins.22 On the other hand, despite the advance-
ments achieved in the field of PPI prediction using machine learning,
current approaches often overlook a crucial aspect—the specificity
of protein–protein interactions within different biological systems.
Biological processes are highly contextual, and protein interactions
may vary significantly across diverse organisms and cellular envi-
ronments. For example, different organisms adapted to different
temperature ranges may influence the specificity, stability, and kinet-
ics of their PPIs. Existing machine-learning methods might not
fully capture the species-specific patterns and nuances of the PPI
networks, limiting their ability to provide robust predictions.

Here, we present a novel computational approach that
addresses this crucial gap in the abilities of PPI prediction tech-
niques. We define protein–protein interactions as the probability
for two different protein molecules to be associated with each
other for significant periods during cellular functioning. Although
utilizing the molecular properties of amino acid sequences to pre-
dict protein–protein interactions is a common idea in computa-
tional biology, what makes our method unique is that we used
a comprehensive set of descriptors, including dipeptide composi-
tion, correlation functions, and pseudo amino acid composition. We
hypothesize that interactions between different protein species cor-
relate with specific molecular properties that may be indicative of
the thermodynamics and kinetics of their binding interactions. In
this approach, we extract a comprehensive set of physicochemical
features of proteins using a standard bioinformatic tool.28 Then,
the concept of physicochemical similarity between protein pairs
is applied to identify the correlations with protein–protein inter-
actions. It is important to note that we use ’physical–chemical
similarity’ as a general term, as certain features in proteins, such as
electric charges, when dissimilar can indeed support higher binding
probabilities.

By incorporating species-specific features and training
machine-learning models on organism-specific datasets, our
method reveals the unique aspects of PPI networks in different
organisms. We investigated six diverse datasets encompassing
microorganisms, mammals, insects, and plants, allowing us to
comprehensively capture the properties of PPI networks across

TABLE I. Summary of protein–protein interactions datasets used in our computational
study. Data obtained from Ref. 32.

Species Proteins PPI (+/−)

Escherichia coli (EC2) 589 1167/1167
Saccharomyces cerevisiae (SC5) 454 500/500
Schizosaccharomyces pombe (SP) 904 742/742
Arabidopsis thaliana (AT) 756 541/541
Mus musculus (MM) 1088 500/500
Drosophila melanogaster (DM2) 658 321/321

different biological kingdoms. The protein–protein interaction
prediction is modeled as a classification problem, applying the
principles of supervised machine learning. By employing supervised
machine-learning techniques, specifically logistic regression and
Support Vector Machines (SVMs), we demonstrate that a selected
set of physicochemical protein features can effectively predict
whether proteins will interact or not. Our analysis identifies that
dipeptide composition features are universal factors across all stud-
ied organisms that best correlate with the possibility of PPIs. The
proposed computational method provides an enhanced approach
to understanding the characteristics of proteins associated with
successful interactions.

II. MATERIALS AND METHODS
A. Dataset and data pre-processing

We considered protein–protein interactions in two types of
living systems: (1) unicellular organisms, including the bacteria
Escherichia coli (EC2) and two distinct species of yeast, includ-
ing Saccharomyces cerevisiae (SC5) and Schizosaccharomyces pombe
(SP); and (2) multicellular organisms, including Mus musculus
(MM), Drosophila melanogaster (DM2), and Arabidopsis thaliana
(AT). We utilized data collected from various databases and
analyzed in previous studies.29–31 The summary of all utilized
information for different systems is presented in Table I.

The data for each organism consisted of pairs of proteins and
their corresponding sequences. Each protein–protein pair in the
dataset is labeled as 1 if they interact and 0 if they do not interact.
In this context, protein–protein interaction refers to the probabil-
ity of binding. For each organism, there was an equal number of
protein–protein pairs that interact vs those that do not interact, as
illustrated in Table I. This allows us to minimize the bias in the
analysis of the data.

B. Generation of physicochemical descriptors
for proteins

From the amino acid sequence of each protein, we extracted a
comprehensive set of physicochemical descriptors using the propy
package.28 The features were broadly classified into different cate-
gories, including charge, residue composition features (e.g., dipep-
tide composition), autocorrelations, chemical composition features,
and sequence order features. Proteins containing non-natural amino
acids were excluded from our dataset, as the propy package only
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identifies natural amino acids, and we are also interested in finding
PPIs only in real cellular systems.

For each protein, the quantitative values of the physicochemical
properties have different numerical values. It is important to initially
rescale all these values to fall between 0 and 1 so that every property
is considered to have a similar weight. To normalize this quantity to
be in the range of 0 and 1, we use the following rescaling expression:

ẑ = (z − zmin)
(zmax − zmin)

, (1)

where z is the original value of the physicochemical property, zmin
and zmax are the limiting values for this property for all considered
proteins, and ẑ is the normalized one that is specifically utilized in
the analysis.

C. Protein–protein interaction as a classification
problem

By extracting various physicochemical features, we can mathe-
matically represent each protein as a vector in a high-dimensional
space of these properties. The overall scheme for our procedure
is presented in Fig. 1. Let us consider two arbitrary proteins,
A and B, for which there are N available physicochemical fea-
tures. Their vector representations are A = [A1, A2, . . . , AN] and B
= [B1, B2, . . . , BN], respectively. Thus, the difference between two
vectors is given as another vector,

d(A − B) = [∣A1 − B1∣, ∣A2 − B2∣, . . . , ∣AN − BN ∣]. (2)

The process of identifying protein–protein interactions can be
viewed as a supervised machine-learning problem. In our dataset,
we assign an index yi to each protein–protein pair. If the two
proteins interact, yi = 1, and if they do not interact, yi = 0. The
feature vector (with total n properties) xi = {xi,1, xi,2, . . . , xi,n} for
each protein–protein pair i describes differences between the two

FIG. 1. Schematic view of the machine learning classification model for prediction
of protein–protein interaction using physicochemical differences between proteins.

proteins in terms of individual features. Then, the Support Vector
Machine (SVM) classification method33 is employed for predicting
protein–protein interactions from the differences in the physico-
chemical properties. However, using feature selection, as described
below, can make the prediction model more interpretable by reveal-
ing a limited number of the most important physicochemical fea-
tures and whether two proteins tend to be similar or distinct in these
features.

D. Feature selection process
The number of possible physicochemical descriptors is very

large, and many of these properties strongly correlate with each
other. In such a high-dimensional feature space, it is beneficial to
identify a small subset of the most predictive features. This can be
achieved mathematically by assigning zero weights to irrelevant or
redundant features in regression and SVM methods. The LASSO
(Least Absolute Shrinkage and Selection Operator) regression and
support vector machine are two prevalent techniques employed
for shrinkage and feature selection.34,35 A support vector machine
(SVM) approach with surface patch analysis has been successfully
utilized to predict protein–protein binding sites.36

E. Evaluating performance of machine-learning
models

In the evaluation of machine learning models, several metrics
are commonly used to measure the performance of these models.
Each of these metrics has its strengths and weaknesses. Accuracy,
which is one of the most intuitive metrics, represents the propor-
tion of correctly classified instances (both true positives and true
negatives) to the total number of instances. This quantity can be
evaluated via

Accuracy = TP + TN
TP + TN + FP + FN

. (3)

Here, true positives (TP) and true negatives (TN) represent the
number of correctly classified interacting protein pairs. Similarly,
false positives (FP) and false negatives (FN) denote the count
of incorrectly classified protein–protein interactions. Accuracy is a
suitable measure when the classes in the dataset are well-balanced,
meaning there are roughly an equal number of instances for each
class.

Another evaluating metric is Recall, which measures the
proportion of actual positive instances that the model correctly
identified,

Recall = TP
TP + FN

. (4)

However, Recall only considers the positive class, and some-
times there is a need for a metric that considers both classes.

In addition to Accuracy and Recall, the model’s performance
can be assessed using a so-called F1 score (also known as an F-score
or F-measure).37 It is particularly useful in situations in which the
data are imbalanced,38 although Matthew’s Correlation Coefficient
(MCC) has been shown to be more representative of imbalanced
datasets.39 The F1 score is defined as

F1 =
2TP

2TP + FP + FN
. (5)
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However, one limitation of the F1 score is that it still does not
take true negatives into account. In some cases, correctly identify-
ing negatives (e.g., healthy patients in a medical test) can be just as
important as identifying positives.

The final evaluating quantity is a Matthews Correlation Coef-
ficient (MCC) that serves as a more dependable statistical measure
for complex scenarios,

MCC = TP × TN − FP × FN√
(TP + FP)(TP + FN)(TN + FP)(TN + FN)

. (6)

MCC ranges from −1 to +1, where +1 represents a perfect predic-
tion, 0 is no better than the random prediction, and −1 indicates
total disagreement between prediction and observation.

While accuracy, Recall, MCC, and F1 scores each provide valu-
able information about the model’s performance, they generally pro-
vide an evaluation at a single threshold, often set at 0.5, missing how
performance varies across all possible thresholds. To address these
limitations, the Receiver Operating Characteristic (ROC) curve pro-
vides a comprehensive view of a model’s performance across all
thresholds, highlighting the trade-offs between true positive and
false positive rates and offering a more robust evaluation. The ROC
curve is a graphical plot that illustrates the diagnostic ability of a
binary classifier as its discrimination threshold is varied from 0 to 1.
The curve is created by plotting the true positive rate (TPR), which
is the same as Recall [Eq. (4)], against the false positive rate (FPR) at
various threshold settings. The FPR is defined as follows:

FPR = FP
FP + TN

. (7)

By plotting TPR against FPR at various threshold settings, the ROC
curve shows the trade-off between the classifier’s sensitivity (its abil-
ity to identify true positives) and its specificity (its ability to avoid
false positives). Each point on the ROC curve represents the TPR
and FPR at a specific threshold. As the threshold changes, the TPR
and FPR change, creating different points on the curve.

The area under the ROC curve (AUC) is a single value that sum-
marizes the performance of the classifier across all threshold values.
The AUC represents the probability that a randomly chosen posi-
tive instance is given a higher score by the classifier than a randomly
chosen negative instance. AUC values range from 0 to 1, where a
value of 1 indicates a perfect classifier, 0.5 represents a random clas-
sifier, and values less than 0.5 suggest a model performing worse
than a random classifier. For example, a classifier assigns a score to
each protein–protein pair, indicating the likelihood of an interaction
between them. If we randomly select a pair of proteins that do inter-
act (positive instance) and one pair that does not interact (negative
instance), the AUC represents the probability that the interacting
pair will receive a higher score than the non-interacting pair.

III. RESULTS AND DISCUSSIONS
The results of the feature selection methods for protein–protein

interaction networks in EC2, SC5, and SP organisms are shown in
Figs. 2–4, respectively. The definitions of the acronyms are presented
in Table S1 in the supplementary material. In these figures, nega-
tive coefficients for features indicate that the differences between two
proteins’ properties negatively correlate with their ability to interact,

FIG. 2. Relative importance of different physicochemical properties in identifying
the protein–protein interactions in the Escherichia coli (EC2) network using (a) the
LASSO regression method and (b) the support vector machine (SVM). In compu-
tations, we utilized the following values for the hyperparameters: for LASSO, the
hyperparameter was set to be λ = 0.004. For SVM, the hyperparameter C, which
is calculated via the grid search optimization, is equal to C = 0.1. In both methods,
the number of stratified shuffled cross-validation sets is equal to n = 18.

while positive coefficients suggest that those differences positively
correlate with the protein–protein interaction.

A. Feature selection for PPI network in E. coli (EC2)
Our feature selection analysis for the protein–protein interac-

tions network in E. coli (EC2) has provided interesting insights. In
particular, we observed that differences in dipeptide compositions
between two proteins can exhibit both negative and positive cor-
relations with protein–protein interactions (Fig. 2). The dipeptide
composition here represents the fraction of each possible dipeptide
(a sequence of two amino acids) within the peptide. Given that there
are 20 standard amino acids, there are 20 × 20 = 400 possible dipep-
tides. In the dipeptide composition (DPC), a protein sequence is
transformed into a fixed-length feature vector of size 400. Each ele-
ment of this vector corresponds to one of the possible dipeptides
and is calculated as the fraction of the total number of occurrences
of that dipeptide in the sequence to the total number of all dipeptides
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FIG. 3. Relative importance of different physicochemical features in identifying the
protein–protein interactions in the Saccharomyces cerevisiae (SC5) network using
(a) the LASSO regression method and (b) the support vector machine (SVM).
In computations, we utilized the following values for the hyperparameters: for
LASSO, the hyperparameter was set to be λ = 0.004. For SVM, the hyperparam-
eter C, which is calculated via the grid search optimization, is equal to C = 0.1.
In both methods, the number of stratified shuffled cross-validation sets is equal to
n = 15.

in the sequence. For a protein with N amino acids, the total number
of dipeptides is N − 1, and we have

DPC(i) = Number of occurrences of dipeptide i
N − 1

. (8)

Thus, DPC(i) for dipeptide i is a number between 0 and 1, which
corresponds to the probability of finding the dipeptide in the given
protein sequence.

It is known that dipeptides play a critical role in protein stabil-
ity and function.40–42 The impact of dipeptides on protein–protein
interactions (PPIs) can be attributed to several factors. First, the
specific arrangement of dipeptides can influence the structural con-
formations of proteins, affecting their interactions.43 Second, dipep-
tide compositions may contain critical binding sites that facilitate
or hinder PPI.44,45 Third, the presence of charged amino acids
in dipeptides can lead to electrostatic interactions that modulate
PPI, especially between positively and negatively charged amino

FIG. 4. Relative importance of different physicochemical features in identifying
the protein–protein interactions in the Schizosaccharomyces pombe (SP) network
using (a) the LASSO regression method and (b) the support vector machine.
In computations, we utilized the following values for the hyperparameters: for
LASSO, the hyperparameter was set to be λ = 0.004. For SVM, the hyperparam-
eter C, which is calculated via the grid search optimization, is equal to C = 0.1.
In both methods, the number of stratified shuffled cross-validation sets is equal to
n = 15.

acids.46 Fourth, differences in hydrophobicity within dipeptides can
also influence interactions, particularly hydrophobic interactions.47

Finally, the significance of dipeptide compositions on PPI may
be context-dependent, varying based on organism biology, cellular
environment, or the specific protein network under consideration.
Since dipeptide compositions influence the stability of proteins, the
differences in dipeptide compositions can also play a role in forming
stable protein–protein interactions.

Our analysis also shows that other selected features, such
as differences in Amphiphilic Pseudo Amino Acid Composition
(APAAC) and Pseudo Amino Acid Composition (PAAC), as pre-
dicted by both LASSO and SVM feature selection methods, nega-
tively correlate with protein–protein interactions. These differences
may lead to structural incompatibility, altering the distribution of
hydrophobic and hydrophilic residues along protein sequences and
affecting binding site accessibility.48 APAAC and PAAC variations
might also correspond to hydrophobic–hydrophilic interactions and
electrostatic repulsion, reducing the likelihood of stable binding.49,50
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Moreover, the impact of APAAC and PAAC on PPIs can be context-
specific, depending on the organism’s biology and cellular envi-
ronment. The cumulative effect of these factors can hinder the
formation of stable protein complexes and weaken the interactions
between proteins, leading to a negative impact on PPI.

Another feature that positively correlates with PPIs in EC2 (see
Fig. 2) is differences in Moran’s autocorrelation of the mutability and
steric properties of the amino acids at certain distances. For example,
MoranAuto_Mutability27 refers to Moran’s autocorrelation func-
tion of mutability for amino acids that are 27 positions apart in a
protein sequence. The mutability of residues in proteins corresponds
to the likelihood or rate at which the amino acid residues in a pro-
tein sequence change over time due to genetic mutations. This can be
influenced by various factors, such as the structural and functional
constraints on the protein as well as the physicochemical properties
of the amino acids themselves. The Moran autocorrelation function,
which is similar to Pearson’s correlation between the mutability of
residue i and residue i + d, is defined as51

M(d) =
1

N−d∑
N−d
i=1 (Zi − P̄)(Zi+d − P̄)
1
N∑

N
i=1 (Zi − P̄)2 , (9)

where Zi = Pi−μP
σP

is defined as the corresponding z-score of the prop-
erty Pi. In addition, the mean μP = 1

20∑
20
j=1 P j and the variance σP

= ( 1
20∑

20
j=1 (P j − μP)2)1/2

of a physicochemical property P are aver-
aged over the 20 types of amino acids. In addition, P̄ = 1

N∑
N
i=1 Zi is

the average of the z-scores of the amino acid properties in the pro-
tein sequence. A positive Moran’s value indicates that amino acids
that are d positions apart in the protein sequence tend to have simi-
lar mutability values. While a negative, Moran’s value indicates that
amino acids that are d positions apart in the protein sequence tend
to have dissimilar mutability values.

Alternatively, we can define the Geary autocorrelation func-
tion,52

G(d) =
1

2(N−d)∑
N−d
i=1 (Zi − Zi+d)2

1
N−1∑

N
i=1 (Zi − P̄)2 . (10)

In calculating Moran and Geary autocorrelation, employing z-scores
means that amino acids with properties near the average value have
minimal influence on the autocorrelation function. This approach
essentially removes the ordinary variations of average properties
and highlights the roles of unique or exceptional properties. Such
insights are especially valuable for exploring the structure and func-
tion of proteins. These autocorrelation functions enable us to mea-
sure the spatial distribution of physicochemical properties along the
protein sequence, taking into account both local and distant interac-
tions. As these methods require centering the property P values by
subtracting the mean, the resulting autocorrelation values can range
from positive to negative. Our feature selection methods suggest
that large differences between two proteins in terms of the distribu-
tion of mutability in the sequences correlate with protein–protein
interactions. It could mean that proteins with similar patterns of
mutability at a distance of 27 amino acids are more likely to interact
with each other. This could potentially be related to how the proteins
fold and fit together, as similar patterns of mutability might lead

to complementary structural features that facilitate the interaction.
Alternatively, it could be related to functional similarities between
the interacting proteins, such that they are subject to similar evolu-
tionary pressures that affect their mutability in a coordinated way.
Further analysis and validation would be needed to fully understand
the underlying mechanisms behind this association.

B. Feature selection for PPIs in S. cerevisiae (SC5)
and S. pombe (SP)

For SP and SC5 systems, our analysis of the protein–protein
interaction networks using both LASSO and SVM methods again
predicts that differences in dipeptide compositions exhibit the
strongest correlation with protein–protein interactions; see Figs. 3
and 4. Thus, the role of dipeptide composition in PPIs is not context-
specific, indicating that it might be a universal phenomenon valid
across all organisms. To test this idea, we applied our method
to three different multicellular organisms (see Figs. S1, S2, and
S3 in the supplementary material), and it was found that differ-
ences in dipeptide compositions also strongly correlate with the
protein–protein interactions for multicellular organisms, support-
ing the hypothesis of the universality of dipeptide compositions as a
predictor of PPIs.

Moreover, our computational approach predicts that differ-
ences in solvent accessibility between two proteins negatively cor-
relate with PPIs. Solvent accessibility measures how accessible the
individual amino acids are to the solvent molecules (typically water)
in the protein’s environment.53 Differences in solvent accessibility
between two proteins can have diverse implications. Steric hin-
drance may arise when exposed regions of one protein obstruct
the buried regions of the other, hindering effective interaction.
Distinct hydrophobic and hydrophilic regions influenced by sol-
vent accessibility may impact the affinity of hydrophobic interac-
tions. Surface complementarity might play a role here; proteins
with complementary solvent-accessible surfaces are more likely to
form stable interactions. Electrostatic interactions can also be influ-
enced by charged residue exposure, leading to attractive or repulsive
forces. In addition, solvent accessibility may influence conforma-
tional changes, affecting the propensity for structural alterations
upon interaction. Overall, these factors collectively contribute to
the potential impact of solvent accessibility on protein–protein
interactions.

We also observed that for the EC2 network, there are consid-
erable differences between the predictions of SVM and LASSO. To
further analyze this observation, we performed Principal Compo-
nent Analysis (PCA) for all networks (see Figs. S4 and S5 in the
supplementary material) and realized that only for the EC2 network
can PCA relatively well separate interacting from non-interacting
pairs [see Fig. S4(a) in the supplementary material]. The data dis-
tribution in the EC2 network, characterized by non-uniformity and
higher variance, might have favored the SVM approach. SVM’s
capability to construct a hyperplane that maximizes the margin
between classes would be particularly beneficial in such a complex
dataset. On the other hand, when PCA shows that the data points
are not distinctly separable, it suggests that neither LASSO nor SVM
can easily distinguish the classes without potentially complex trans-
formations. This scenario could lead to both methods performing
similarly.
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C. Prediction of protein–protein interactions using
selected features

After extracting the most important physicochemical proper-
ties of each PPI network, our objective is to utilize those features
to accurately predict protein–protein interactions. The performance
metrics used for comparison include Accuracy, Recall, Matthews
Correlation Coefficient (MCC), F1 score, and ROC curves, as
described above. We employed the SVM method for classifying
interacting vs non-interacting protein pairs. Results from unicellular
organisms are presented in Table II. One can see that selected fea-
tures from the SVM method generally lead to slightly higher metrics,
suggesting a better description of correlations. The corresponding
ROC curves are presented in Figs. S6 and S7 in the supplementary
material.

It is important to note that although our dataset contains an
equal number of interacting and non-interacting pairs, the complete
PPI data for all organisms is highly imbalanced.54 For N proteins
in an organism, the total number of possible protein–protein pairs
is ∼ N2

2 . This indicates that in real biological systems, there are far
fewer interacting pairs than non-interacting ones, a discrepancy that
poses significant challenges in correctly predicting the interactions.
Despite these challenges, our F1 score closely aligns with our recall
metrics (Table II), suggesting that the model maintains a balanced
performance regarding false positives (FP) and false negatives (FN).
The near-equal rates of FP and FN imply that our approach nei-
ther excessively predicts protein–protein interactions where none
exist nor fails to identify true interactions. Moreover, the values of
AUC are generally high, indicating that the SVM classifier is very
effective in distinguishing between interacting and non-interacting
protein–protein pairs.

The prediction of the SVM model for multicellular organisms
is shown in Table S3 in the supplementary material. One can see
that our machine-learning models yield better prediction metrics
for unicellular organisms compared to multicellular organisms such
as AT, MM, and DM2. Regardless of the limited protein–protein
interaction data in this study, the relatively poor performance of
multicellular organisms can be attributed to two important fac-
tors. First, multicellular organisms are inherently more complex
than unicellular ones. This complexity increases the difficulty of
accurately predicting protein–protein interactions (PPIs), as there

TABLE II. Results of feature selection for protein–protein interactions in Escherichia
coli (EC2), Saccharomyces cerevisiae (SC5), and Schizosaccharomyces pombe (SP)
networks. Comparison of accuracy, recall, Matthews’s correlation coefficient (MCC),
F1 score, and AUC for the trained baseline models (SVM) using selected features
from SVM and LASSO. Each metric reflects the average value among 15 test cross-
fold validation sets. A standard splitting of 80/20 (training/test) was applied for each
fold.

Network Feature selection Accuracy Recall MCC F1 score AUC

EC2 LASSO 0.8 0.8 0.61 0.77 0.84
SVM 0.81 0.81 0.64 0.79 0.87

SC5 LASSO 0.72 0.72 0.44 0.74 0.81
SVM 0.75 0.75 0.50 0.76 0.82

SP LASSO 0.68 0.67 0.34 0.67 0.72
SVM 0.69 0.69 0.38 0.69 0.76

are more players to consider. Furthermore, multicellular organ-
isms also exhibit more complex genetic and epigenetic landscapes,
which might affect protein production and interactions differently
depending on the tissue or developmental stage. Second, in mul-
ticellular organisms, different cells can express different subsets of
proteins, leading to diverse interaction networks that are highly
context-dependent. This variability can complicate the prediction of
interactions across all cell types.

D. Illustrative example 1: Two-component PhoB–PhoR
system in E. coli

To illustrate our computational approach, let us apply it to
identifying the protein–protein interactions in a two-component
system in E. coli bacteria. We specifically focus on interactions of
histidine kinase PhoR proteins with transcriptional response regula-
tors PhoB proteins.3,4 The PhoB–PhoR system in E. coli functions to
detect low phosphate levels in the environment. When the amount
of phosphate species in the medium is low, the PhoR proteins
activate the PhoB proteins. The activated (phosphorylated) PhoB
proteins then activate genes that help the bacteria absorb more phos-
phate molecules and use them more efficiently. This system ensures
that E. coli gets enough phosphate molecules, a vital nutrient, even
when they are limited in their surroundings.

Our objective is to show that differences in certain physic-
ochemical features between a PhoR and a PhoB correlate with
their abilities to interact. We chose an arbitrary response regula-
tor, NarL, for which it is known that it does not interact with PhoR.
The response regulator NarL is part of the NarL-NarX/NarQ two-
component system. While both protein systems (PhoB–PhoR and
NarL-NarX/NarQ) are two-component regulatory systems in E. coli,
they are tuned to detect and respond to different environmental sig-
nals and, thus, they have distinct regulatory outcomes. In Fig. 5, we
compared three proteins in terms of the contributions of four dipep-
tide compositions: VV, KK, IK, and EE. One can see that PhoR and
PhoB contain different compositions of the corresponding dipep-
tides, while PhoR and NarL are similar. This suggests that strong
differences in the dipeptide compositions correlate with the abilities
of these proteins to interact.

The interactions between histidine kinases (HK) and response
regulators (RR) in two-component systems (TCS) are governed by
specific protein–protein properties that can be significantly affected
by dipeptide and amino acid composition differences. The follow-
ing molecular picture might be proposed: The specific amino acid
sequences and dipeptides at the interaction interfaces of HK and
RR determine their cognate pairings, ensuring that a particular HK
interacts with its intended RR species. Changes in these sequences
could disrupt this specificity. The efficiency of phosphoryl transfer
between the conserved histidine of HK and the conserved aspar-
tate of RR can be influenced by the surrounding amino acids. For
instance, any changes in the nearby residues that might hinder the
approach of RR to HK could also affect this transfer.

Furthermore, the strength or affinity of the interaction between
HK and RR proteins can be controlled by the nature of the amino
acids and dipeptides at the binding interface. Hydrophobic, ionic,
and hydrogen bond interactions contribute to this binding, and
changes in these residues can either enhance or diminish the affinity.
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FIG. 5. Comparison of charged dipeptide compositions of histidine kinase PhoR
with two response regulators, PhoB (interacting) and NarL (non-interacting).
(a) Dipeptide IK composition, (b) dipeptide VV composition, (c) dipeptide EE
composition, and (d) dipeptide KK composition.

HK and RR undergo conformational changes during their interac-
tion. Amino acid or dipeptide composition differences can impact
the protein’s ability to undergo necessary conformational changes,
which can in turn affect their interaction dynamics. Over evolution-
ary timescales, if one protein (either HK or RR) changes its amino
acid composition and modifies its interaction potential, the interact-
ing partner might co-evolve to accommodate or compensate for this
change, maintaining the same interaction as before the change. This
might be the main reason for strong correlations between the differ-
ences in the amino-acid and dipeptide compositions and the abilities
of proteins to interact.

E. Illustrative example 2: Barnase–barstar complex in
B. amyloliquefaciens

As another example, we consider the interaction of barnase and
barstar proteins, which are, respectively, an extracellular ribonucle-
ase and its intracellular inhibitor, both produced by the bacterium
Bacillus amyloliquefaciens.55 Although barnase functions extracellu-
larly to degrade RNA from other sources, any intracellular activity
of barnase can degrade the cell’s own RNA. This RNA degrada-
tion, in turn, can disrupt various cellular processes, including, but
not limited to, protein synthesis. Barstar protein, by inhibiting bar-
nase, effectively prevents this damaging ribonuclease activity. This
inhibitory mechanism allows the organism to utilize the ribonu-
clease as an effective defense tool externally without compromis-
ing its cellular physiology. The interaction between barnase and
barstar proteins is extremely strong, with a dissociation equilibrium
constant of Kd = 10−14M.

Multiple studies, utilizing double mutant cycle analysis, have
been conducted to determine how residues of barnase and barstar
contribute to their binding interaction.56,57 It is known that the bind-
ing hotspots of the barnase–barstar complex are located between

residues 29 and 42 of the barstar molecule. Analyzing the binding
energy of wild-type (WT) barnase with two mutants of barstar yields
two different results. When the amino acid tyrosine at position 29 is
replaced by phenylalanine (Y29F), the WT barnase protein interact-
ing with Y29F mutated barstar yields a dissociation constant (Kd)
value of 0.008 × 10−12M. Conversely, when tyrosine is replaced by
alanine (Y29A), the interaction results in a significantly higher Kd
of 3.5 × 10−12M. In Fig. 6, we compared WT barnase and barstar
species with two mutants of barstar in terms of the composition of
two dipeptides, EF and FY. As one can see, the frequency of these
dipeptides in WT barnase and barstar is zero, while introducing a
mutation at location 29 of barstar results in the formation of both
EF and FY. Since the other mutant of barstar Y29A weekly interacts
with the WT barstar protein, it can be argued that this difference

FIG. 6. Comparison of dipeptide compositions in WT barnase and two mutants
of barstar: (a) dipeptide EF composition and (b) dipeptide FY composition. WT
barnase interacts with the barstar mutant Y29F, exhibiting a dissociation constant
(Kd) of 0.008 × 10−12M. Conversely, the interaction between WT barnase and
the barstar mutant Y29A shows a significantly higher Kd of 3.5 × 10−12M. The
data were obtained from Ref. 57.
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in dipeptide composition contributes to a significant decrease in
the dissociation constant (Kd = 0.008 × 10−12M) between the WT
barnase and the Y29F mutant of barstar.

IV. DISCUSSION
In this study, we introduced a novel computational method

for assessing the probability of protein–protein interactions in any
biological system. It is based on the idea that certain physico-
chemical properties correlate with these interactions. We performed
our analysis on six different datasets belonging to various domains
of life: three types of microorganisms (Saccharomyces cerevisiae,
Schizosaccharomyces pombe, and Escherichia coli), mammal species
(Mus musculus), insects (Drosophila melanogaster), and plants (Ara-
bidopsis thaliana). Despite their differences in complexity, all these
organisms rely on PPI networks to perform essential biological
functions. These organisms have well-characterized genomes and
proteomes, enabling the study of their protein–protein interactions.
Examining their PPI networks allows us to gain more microscopic
insights into the cellular processes and functions specific to each
organism.

We utilized two feature selection methods, LASSO and SVM, to
select the most important set of physicochemical descriptors, which
have a positive or negative correlation with the protein–protein
interactions. These methods reveal that, for all organisms, the differ-
ences between two proteins in terms of dipeptide compositions are
critically important for identifying PPIs. This is a universal feature
that seems to work for all the organisms that we investigated. Fur-
thermore, our feature selection methods suggest that there are other
physicochemical features specific to each organism that contribute
to correlations with protein–protein interactions. These types of fea-
tures, however, are context-dependent.58 They might be specific to
the organism’s biology, the cellular environment, or the specific pro-
tein network being considered. Different organisms or cell types
might have distinct requirements for protein interactions, leading
to different preferences for certain physicochemical properties.59,60

The impact of correlations between dipeptide compositions
and PPIs can be attributed to several sources. First, it could be
related to the structural conformations of proteins. Dipeptides are
short sequences of two amino acids, and their specific arrangement
can influence the overall secondary and tertiary structure of pro-
teins.61 The three-dimensional structure of proteins is important
in determining how they interact with other proteins.62 Differences
in dipeptide compositions might also lead to variations in protein
folding,63,64 which, in turn, can affect their ability to interact with
other proteins. Second, dipeptide compositions may contain specific
amino acid pairs that serve as critical binding sites for PPIs. These
binding sites can mediate physical interactions between proteins
and are essential for the formation of protein complexes. Variations
in dipeptide compositions can alter the presence or accessibility
of these binding sites, influencing the potential for PPIs. Third,
amino acids in dipeptide compositions can have different charges,
such as positively charged (e.g., lysine), negatively charged (e.g.,
aspartic acid), or neutral (e.g., alanine). These charged amino acids
can engage in electrostatic interactions with other proteins, either
promoting or inhibiting their interactions. Dipeptides with spe-
cific combinations of charged amino acids may create favorable or

unfavorable electrostatic environments for PPI. Finally, some dipep-
tide compositions may contain hydrophobic amino acids, which
tend to cluster together in the protein’s core,65,66 while others may
have hydrophilic amino acids exposed on the protein’s surface.67,68

Differences in dipeptide compositions can lead to variations in
hydrophobic and hydrophilic regions, influencing protein–protein
interactions, especially those that involve hydrophobic interactions,
and dipeptide composition can be targeted to affect protein–protein
interactions.69

It was also argued that our theoretical approach provides
a new tool for investigating the mechanisms of biological pro-
cesses. Understanding the physicochemical properties of the inter-
face formed by protein–protein association might help to clarify
the mechanisms of the formation of protein interaction networks
on the one hand and to design molecules that can engage with a
given interface and thereby control protein function on the other
hand. For example, synthetic molecules that resemble the chemical
structure of proteins, called peptidomimetics, can be used to inhibit
protein–protein interactions associated with diseases.70 This means
that PPIs might be excellent targets for drug development.71 By con-
sidering the specific physicochemical features of each PPI network,
our computational approach can capture the network-specific pat-
terns and relationships that govern protein–protein interactions in
different biological contexts. This allows for a more accurate and
context-specific prediction of protein–protein interactions, enhanc-
ing our understanding of how these interactions contribute to
cellular processes and functions in each organism.

It is important to note that protein–protein interactions
are highly complex and multifaceted processes, involving various
molecular forces and structural features. Machine-learning models
can help identify patterns and correlations in large datasets, but they
may not capture the full microscopic intricacies of protein–protein
interactions. As with any predictive model, it is essential to inter-
pret the results cautiously and complement them with experimental
validations and further analysis to gain a deeper understanding of
the underlying biology. In addition, considering other physicochem-
ical properties and features in combination with solvent accessibility
can lead to a more comprehensive understanding of protein–protein
interactions. It will be interesting to investigate how the differ-
ences in tri-peptide compositions (the frequency of a given set
of three adjacent amino acids in a sequence) are correlated with
protein–protein interactions. Our method can be applied to PPI
systems in humans, including virus–host systems72 and cancer.9,73

SUPPLEMENTARY MATERIAL

See the supplementary material for feature selection in deter-
mining the protein–protein interactions in multicellular organisms,
description of selected features for all organisms, model evalua-
tion for prediction of protein–protein interactions in multicellu-
lar organisms, principal component analysis results, and Receiver
Operating Characteristic (ROC) curves.
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