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ABSTRACT: Bacterial resistance to conventional antibiotics stimulated the develop-
ment of so-called “phage therapies” that rely on cell lysis, which is a process of destroying
bacterial cells due to their infections by bacterial viruses. For λ bacteriophages, it is known
that the critical role in this process is played by holin proteins that aggregate in cellular
membranes before breaking them apart. While multiple experimental studies probed
various aspects of cell lysis, the underlying molecular mechanisms remain not well
understood. Here we investigate what physicochemical properties of holin proteins are
the most relevant for these processes by employing statistical correlation analysis of cell
lysis dynamics for different experimentally observed mutant species. Our findings reveal
significant correlations between various physicochemical features and cell lysis dynamics.
Notably, we uncover a strong inverse correlation between local hydrophobicity and cell
lysis times, underscoring the crucial role of hydrophobic interactions in membrane
disruption. Stimulated by these observations, a predictive model capable of explicitly
estimating cell lysis times for any holin protein mutants based on their mean hydrophobicity values is developed. Our study not only
provides important microscopic insights into cell lysis phenomena but also proposes specific routes to optimize medical and
biotechnological applications of bacteriophages.

■ INTRODUCTION
Bacterial resistance to conventional antibiotics has already
become a major global health threat.1 These observations
stimulated the search for alternative antibiotic strategies, and
bacterial viruses, known as bacteriophages, have emerged as
potentially powerful agents of eliminating bacterial infec-
tions.2−4 There is a significant interest in developing so-called
“phage therapies” due to the rapid rise of multidrug resistant
bacteria worldwide together with the decrease in the
development of new antibiotic drugs.5 There are multiple
advantages to using bacteriophages for treating bacterial
infections.4,6 However, the rational design of new phage
therapies requires a comprehensive microscopic understanding
of cell lysis mechanisms at the molecular level which is
currently lacking.
One of the most intensely investigated cell lysis events are

those that are stimulated by λ bacteriophage viruses.7 Upon
infiltrating the bacterial cell and selecting a viral replication
pathway,8 the virus triggers the host machinery to produce
holin proteins, which regulate the timing of lysis and thus the
duration and efficiency of the infection cycle.9−11 These holin
proteins are extremely diverse but generally possess three
transmembrane domains (TMDs).12 During the early phase of
the infection cycle, holin proteins progressively accumulate
within the inner membrane, originally without causing
discernible effects on cell physiology or membrane integrity.13

However, at some specific moment, when the concentration of
holins surpasses a critical threshold, a sudden transition occurs,

leading to the aggregation of holin proteins and the formation
of irregular lesions within the membrane with an average
diameter of approximately 300−350 nm.14 These lesions serve
as conduits for releasing of other type of proteins, phage
endolysins, from the cytoplasm. It is essential to emphasize
here that holin-induced pores are not specifically selective for
endolysins but are sufficiently large to allow the passage of
phage endolysins and other molecules from the cytoplasm into
the periplasmic space. The primary function of these pores is
to facilitate the release of endolysins, which triggers the rapid
degradation of the peptidoglycan cell wall within seconds.13 In
the case of phages infecting Gram-negative bacterial hosts with
inner and outer membrane walls, an additional phase in the
lysis cascade unfolds, which involves the synthesis of spanin
proteins. The spanin proteins facilitate the fusion of the inner
and outer membranes,11,15−17 ultimately completing the
process of bacterial membranes cell fusion, thereby allowing
virions to disseminate and infect other bacterial cells. The
details of these events are schematically shown in Figure 1.
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There are several experimental investigations of cell lysis
processes that utilized a mutational analysis of holin
proteins.18−23 These studies found that mutations in different
regions of the holin molecule might have a strong effect on the
dynamics of cell lysis, most probably by impacting the
oligomerization of these proteins inside the membrane.
Surprisingly, the wild-type holin species did not exhibit the
fastest cell lysis dynamics. Specifically, it was found that some
mutations could enhance the holin activity, leading to
premature lysis,13 whereas other mutations that impaired the
holin function could prolong the time required for complete
cell lysis. Furthermore, it has been observed that mutations
alter the structure and conformational dynamics of holin

proteins, which should correlate with their functions.24 In
addition, the experimental data demonstrated that the relative
hydrophobicity of TMDs might impact their externalization,
meaning that these domains could be exposed outward from
the membrane, affecting the activation and hole formation.24

There are arguments that hydrophobicity might play a pivotal
role in cell lysis by influencing the stability and kinetics of holin
insertion into membranes.25−29 Additionally, the mutations
might also change the interactions between different TMDs,
ultimately impacting the externalization of TMDs and leading
to alteration of lysis triggering times.24

In a more quantitative experiment, a site-directed muta-
genesis was employed to generate a library of E. coli lysogens
differing from the parent allele by one or two amino acid
substitutions in various regions of the three transmembrane
domains of the holin protein.30 Subsequent analysis of lysis
events at the single-cell level for ∼100 cells per strain revealed
a surprisingly wide spectrum of mean lysis times, spanning
from 15 to 175 min across different mutant species.30 While all
these findings underscore the significant impact of holin
mutations on the dynamics of cell lysis events, it remains
unclear what molecular properties of holin proteins govern
their abilities to break cellular membranes most efficiently.
To address this knowledge gap, we present a theoretical

investigation to clarify the molecular picture of cell lysis by
employing a statistical analysis. It is based on the assumption
that the chemical composition and structure of holin proteins
correlate with their ability to break the bacterial cellular
membranes. Our results reveal strong correlations between
specific physicochemical features of holin species and cell lysis
dynamics, providing novel microscopic insights into the
mechanisms of these complex biological processes. Notably,
our analysis demonstrated an important role of local
hydrophobicity around the mutation point in controlling the
cell lysis dynamics. It is observed that mutations increasing the
local hydrophobicity facilitate faster membrane insertion and
subsequent membrane rupture by holin proteins, whereas
mutations lowering the local hydrophobicity exhibit the
opposite effect of slowing down the cell lysis dynamics.

Figure 1. Schematic view of the Gram-negative bacterial cell infected
by phage viruses, which undergoes a series of sequential events. Holin
proteins, produced by the phage, diffuse into the inner membrane
(IM), initiating the formation of holes via aggregation after reaching a
threshold concentration. Subsequently, endolysin enzymes, also
synthesized by the phage, traverse these holes to access the
peptidoglycan (PG) cell walls, where they execute their function by
breaking down the cell wall structure.

Figure 2. (A) Primary sequence of the WT holin protein. Rectangles highlight the three transmembrane domains (TMDs): TMD1 (orange),
TMD2 (lightblue) and TMD3 (yellow). (B) Predicted 3D structure of the holin protein based on its primary sequence using AlphaFold.32 A green
circle denotes an arbitrary point mutation introduced at position m. A surrounding neighborhood region with radius rc is considered to assess the
impact of mutation on lysis timing. (C) Experimental lysis time data obtained from single-cell experiments30 for various holin mutations, including
its wild-type (WT) variant. Mean lysis times are indicated by red lines within box plots for each mutation. Each blue point represents the lysis time
from an individual single-cell experiment.
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These observations allow us to develop a quantitative scale
based on the local hydrophobicity values to predict lysis times
for newly generated mutants that have not been yet studied in
experiments. These findings not only clarify the molecular
details of cell lysis phenomena but also present potential
avenues for developing optimized phage therapies with tailored
lysis characteristics. It is also interesting to note that our
approach, to a some degree, might be related to extensive
studies of T4 lysozyme in which physicochemical properties of
various mutants have been investigated.31

■ METHODS
Experimental Data on Cell Lysis Dynamics. The main

idea of our theoretical approach is that there are correlations
between the chemical composition of holin proteins and
quantitative features of cell lysis dynamics. To understand such
a relationship, we employed a statistical approach that
connects holin sequence information with experimental data
on cell lysis dynamics.
Let us first recall the experimental data on cell lysis. Figure

2A shows the primary sequence of the wild-type (WT) holin
protein. While the structure of holin has not been yet
determined experimentally, we utilized AlphaFold,32 a state-of-
the-art protein structure prediction tool, to generate the
structural model of the holin protein based on its primary
sequence, as illustrated in Figure 2B. This predicted structure
shows that the holin protein has three transmembrane domains
(Figure 2B), which was also confirmed in previous biochemical
and genetic assays studies.12 In a recent single-cell experiment,
Kannoly et al.30 introduced both single and double-point
mutations along different positions in the holin protein and
measured cell lysis dynamics. For each mutation, single-cell
lysis events were recorded for approximately 90−175 cells per
strain. Figure 2C displays experimental lysis time data for WT
holin and different single-point mutated holin species. The
data reveal that each mutation resulted in a distribution of lysis
times across the mutant species, ranging from 15 to 175 min. It
is important to note here that while Kannoly et al.30

introduced both single and double-point mutations, we
specifically focused on analyzing the effects of only single-
point mutations on cell lysis dynamics in order to consider the
systems with minimal chemical deviations from the original
WT species.

Extraction of Physicochemical Features for Holin
Mutants. To characterize the impact of different holin
mutations, we extracted the physicochemical features from
the corresponding amino acid sequences using a propy
package.33 This package is a comprehensive bioinformatics
tool designed to extract a wide range of physicochemical
features from amino acid sequences. It builds upon the
foundational work of K. C. Chou, who made significant
contributions to the field of protein research, particularly in the
development of various sequence-based feature extraction
methods.34,35 The package incorporates 1547 physicochemical
descriptors including but not limited to amino acid
composition, dipeptide composition, pseudo amino acid
composition, autocorrelations, physicochemical composition,
transition, and distribution (see Table S1). The validity and
reliability of the propy package have been demonstrated in
multiple studies. For instance, it has been successfully
employed in investigating antimicrobial peptides and their
interactions with bacterial membranes.36−38 These studies
utilized the extensive set of features provided by propy to

develop predictive models and analyze the physicochemical
basis of peptide function, demonstrating the tool’s utility and
robustness. In addition to these applications, control studies
have confirmed the accuracy of the feature extraction process
by comparing the output of propy with other established
bioinformatics tools and databases.33 It is also important to
note here that the extracted physicochemical properties
generally are not independent from each other, and there is
a redundancy in the reported features.

Fold-Change Analysis of Physicochemical Features.
Mutation of a residue X at position n to a new residue Y is
typically represented as XnY. The impact of a point mutation
on protein stability and function can vary depending on the
mutation’s type (X → Y) and location (n).39,40 A single
mutation has only a minor effect on physicochemical
properties such as amino acid and dipeptide compositions,
while it can probably influence stronger other features like
autocorrelations and pseudo amino acid composition, which
rely on the specific positions of these amino acids in the
protein sequence. Moreover, given that the holin sequence is
relatively long (105 amino acids), a single mutation often does
not significantly affect the features extracted using propy
considering the entire protein sequence. To address this
challenge and more accurately characterize the impact of each
mutation, we analyzed only a localized region around each
mutation, specifically a neighborhood defined by rc amino acids
to the left and rc amino acids to the right within the holin
sequence (see Figure 2B). This focused approach helps to
isolate and assess the direct effects of mutations within a
specific context.
By zooming in on a subsequence of 2rc + 1 amino acids

instead of the whole sequence, we can discern subtle changes
in physicochemical properties that may be crucial for
understanding alterations in holin functions and cell lysis
dynamics. To quantify the impact of mutations, we employ
fold-change (FC) analysis that compares the properties of
mutant holins to those of the WT holin within the
neighborhood region surrounding a specific mutation. The
fold-change is defined as the ratio of the property value in the
mutant to that in the WT holin, given by

P
P

Fold Change (FC) mutant

WT
=

(1)

where Pmutant is the value of the physicochemical property
being analyzed in the mutant holin and PWT is the value of the
same physicochemical property in the wild-type holin. It is
important to note that we define fold-change for those propy
features that are nonzero for wild-type holin, to avoid division
by zero in eq 1. This expression quantifies the relative change
in the physicochemical property induced by mutations
compared to the WT holin. A fold-change greater than 1
indicates an increase in the property value in mutants
compared to the WT, while a fold-change less than 1 indicates
a decrease in the property value, thereby providing a
quantitative measure of the effect of mutations on holin
structure and function.

■ RESULTS AND DISCUSSION
Correlation Analysis of Physicochemical Features

and Cell Lysis Dynamics for Holin Mutants. The
experimental data in Figure 2C show some surprising
observations in cell lysis dynamics for different single-point
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mutations in holin proteins. For instance, some mutations may
lead to faster or slower lysis times compared to the wild-type
holin (see also cell lysis times histogram in Figure S1). These
results suggest that specific amino acid substitutions within the
holin protein can significantly impact its function and
consequently the timing of cell lysis. Our main goal is to try
to identify specific physicochemical features of holin proteins
that influence most the cell lysis dynamics. To obtain the
relationship between the physicochemical properties of
different holin mutants and corresponding cell lysis times, we
employ a statistical analysis based on evaluating the Pearson
correlation coefficient between the mean lysis times [T(m)] of
a mutant m and the corresponding fold-change of a specific
physicochemical feature (as a result of the mutation), FC(m),

r
T m m T m m

T m T m FC m m

( )FC( ) ( ) FC( )

( ) ( ) ( ) FC( )2 2 2 2
=

(2)

It is important to note that there are distributions of cell lysis
times for each holin mutant (as shown in Figure S1 and Figure
2C), and we consider T(m) as the mean value of the
corresponding distribution for the mutation m. This analysis
allows us to identify features that exhibit strong correlations
with mean lysis times, providing valuable insights into the
factors that lead to the variation in cell lysis dynamics due to
these mutations. We analyzed the Pearson correlation in terms
of the physicochemical features whose values are nonzero for
the corresponding wild-type counterpart of each mutant. Here,
we choose the value of rc to be 7, thereby analyzing a total
sequence length of 2rc + 1 = 15. It is important to note that the
specific choice of the rc value does not affect our main
conclusions, as we explicitly checked in our analysis (see the
Supporting Information).
The results of our correlation analysis are presented in

Figure 3. More specifically, Figure 3A, exhibits the distribution
of Pearson correlation coefficients (r) calculated between the
FC of physicochemical features and cell lysis times. To identify
features with significant correlations, we applied a cutoff of |r| >
0.6 (see red dotted lines in Figure 3A). Additionally, a

statistical analysis with a p-value of less than 0.05 was applied
to filter out irrelevant features. These combined criteria
ensured that only those physicochemical properties with the
strongest correlation with cell lysis dynamics are retained.
Subsequently, Figure 3B illustrates the selected features plotted
against their respective correlation values, exhibiting a clear
visualization of the relationships observed.

Detailed Analysis of Selected Features: Autocorrela-
tion Functions. Our statistical analysis identified several
physicochemical features that exhibited strong correlations
with cell lysis dynamic properties. Among those selected
features, there are autocorrelation functions that characterize
the spatial variation of certain physicochemical features along
amino acid sequences. In propy package,33 several autocorre-
lation functions including Moreau−Broto, Moran, and Geary
have been utilized for characterizing protein sequences (see
Table S1). The Moreau−Broto autocorrelation function,
which measures the correlations between physicochemical
properties of the residue i and the residue i + d (along the
contour within the neighborhood region surrounding m) is
given by

i
k
jjjjj

y
{
zzzzz

i
k
jjjjj

y
{
zzzzzd

N d

P P
MB( )

1

i

N d
i P

P

i d P

P1

=
=

+

(3)

where Pi and Pi+d are physicochemical properties of residue i
and residue i + d, respectively, d = 1, 2, ..., 30 is the lag of the
autocorrelation and N = 2rc + 1. Additionally, the mean

PP j j
1

20 1
20= = a n d t h e v a r i a n c e

( )P( )P j j P
1

20 1
20 2

1/2
= = of a physicochemical property

P are averaged over the 20 types of amino acids. Thus, the
Moreau−Broto autocorrelation function can be rewritten as,41

d
N d

Z ZMB( )
1

i

N d

i i d
1

=
=

+
(4)

Figure 3. (A) Distribution of Pearson correlation coefficients between fold-change of physicochemical features of holin mutants and their
corresponding mean lysis times. Vertical red dashed lines indicate threshold values of Pearson’s correlations (|r| = 0.6) which are used as criteria for
choosing the most relevant physicochemical properties. (B) Features selected above the threshold values are displayed along with their respective
correlation coefficients. These results are based on an rc value of 7.
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where Zi
Pi P

P
= is defined as the corresponding z-score of the

property Pi.
Alternatively, one can define a Moran autocorrelation

function,41 which is similar to the Pearson’s correlation
between the physicochemical property of a residue i and i + d,

M d
Z P Z P

Z P
( )

( )( )

( )
N d i

N d
i i d

N i
N

i

1
1

1
1

2= = +

= (5)

where P Z
N i

N
i

1
1= = is the average of the z-scores of the

amino acid properties in the protein sequence. In the context
of the Moran autocorrelation calculation, using z-scores
effectively means that amino acids whose properties are close
to the average property value across all amino acids (after
normalization) contribute minimally to the autocorrelation
function. This effectively filters out the “background noise” of

average properties and highlights the impact of exceptional or
distinctive properties, which can be particularly valuable in
understanding protein function and structure. These two
functions allow us to quantify the spatial distribution of
physicochemical properties along the protein sequence,
considering both local and long-range interactions. Since
these methods involve centering the property P values by
subtracting the mean, the resultant autocorrelation values can
be both positive and negative.
Our feature selection procedure based on statistical analysis

identifies autocorrelations of several physicochemical proper-
ties that are highly correlated with cell lysis times. These
include the Moreau−Broto (MB) autocorrelation function for
mutability, residue volume, and polarizability as well as the
Moran autocorrelation function for steric hindrance (see
Figure 4). Let us try to understand the physical meaning of
these results. The mutability of residues in proteins

Figure 4. Mean cell lysis times for different holin mutants as a function of (A) fold-change of the Moreau−Broto autocorrelation of amino acid
mutability with a lag of 6. This feature is represented as MoreauBrotoAuto_Mutability6 in propy33 (see also Figure 3B). (B) Fold change of the
Moreau−Broto autocorrelation of residue volume with a lag of 2, (C) fold-change of the Moran autocorrelation of steric hindrance with a lag of 9
and (D) fold-change of the Moreau−Broto autocorrelation of polarizability with a lag of 5. The linear regression fits are shown by the red lines. The
parameter r represents Pearson’s correlation coefficient with the associated statistical p-value.
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corresponds to the likelihood or rate at which the amino acid
residues in a protein sequence change over time due to genetic
mutations.42 A negative autocorrelation mutability at the
distance d = 6 means that the adjacent residues in the sequence
(separated by five other residues) tend not to follow the same
mutability patterns (Figure 4A). Likewise, a positive
autocorrelation for mutability at the distance d = 6 could

mean that residues spaced six positions apart in the protein
sequence tend to exhibit similar trends in mutability (Figure
4A). This suggests that if one residue is likely to mutate (high
mutability), the residue six positions away will also likely do so,
and vice versa.
A fold-change for a specific holin mutant in terms of the

Moreau−Broto autocorrelation function reads

d XnY
d r Y

d r X
FC MB( ) for mutant

MB( ) for mutated subsequence of length 2 1 including residue
MB( ) for WT subsequence of length 2 1 including residue

c

c
[ ] =

+
+ (6)

This definition indicates that if a specific mutation XnY does
not change the Moreau−Broto autocorrelations, then the
corresponding fold-change of the holin mutant XnY is close to
one. If a single mutation changes the sign of the
autocorrelation function from negative to positive, this implies
that the mutation has introduced a change that aligns the
mutability patterns of residues that are d positions apart in the
protein sequence. This alignment could mean that previously
differing mutability rates at these positions have become
similar, potentially stabilizing the biochemical characteristics of
this segment of the protein.
The results for mean cell lysis times versus corresponding

fold-change in the Moreau−Broto autocorrelation function for
mutability are presented in Figure 4A. One can see that the
fold-change values range from −3 to 2, indicating a significant
variation in the impact of single mutations in the holin
sequence. We obtained the Pearson correlation coefficient of
−0.61 between mean lysis timing and fold-change for
autocorrelation in mutability. The negative correlation
coefficient indicates that those single mutations that make
the autocorrelations function of mutability negative are more
likely to make cell lysis dynamics slower. Likewise, the
mutations that do not change the sign of autocorrelations
function, while making correlations stronger, lead to faster cell
lysis dynamics.
It is important to note that for a single mutation XnY, both

the position n and the type of the new residue Y play critical
roles in the cell lysis activity of the resulting holin mutant. The
position of the mutated residue is particularly important for the
holin protein, as it contains three transmembrane regions that
contribute strongly to its interactions with the cell membrane
(see Figure 2). The significance of the chemical nature of new
residue Y lies in the fact that each amino acid has a unique
mutability index (see Table S2); some residues are highly
mutable, while others are rarely mutable.42 In Figure S2, we
present the corresponding z-scores of the mutability index for
all amino acids. This analysis helps us to identify specific
residues with extreme mutability values. For example, in the
holin mutant D85G, which is associated with a mean cell lysis
times of ∼162 min, the amino acid glycine (G) has a z-score of
−0.75, while the aspartic acid (D) has a z-score of 1, meaning
that G is rarely mutable while D is frequently mutable. We also
examined the corresponding z-scores for other mutants and
concluded that for all mutants XnY with cell lysis times below
or above those of the wild-type (WT) holins, ZXZY < 0, which
means that either a highly mutable residue is replaced by a
rarely mutable residue, or vice versa. This is a crucial
observation, especially considering the vast number of
potential mutations. It might serve as a guideline for
engineering mutations that optimize cell lysis dynamics.

The results for mean cell lysis times versus fold-change in
the autocorrelation of two other physicochemical features,
namely, residue volume and steric are given in Figures 4B and
4C. The residue volume is simply defined as the volume
occupied by an amino acid residue in a protein structure,43−45

whereas steric effects, also known as steric hindrance,46 refers
to the influence of the size, shape, and spatial arrangement of
amino acid residues that modify the interactions with
neighboring residues and other molecules. These effects play
a significant role in shaping the overall structure, stability, and
functionality of the proteins.47 Alterations in these two features
can profoundly influence the ability of holin proteins to
interact with the cell membrane and govern the dynamics of
bacterial cell lysis.
A positive autocorrelation in residue volume at the distance

d = 2 means that residues separated by one residue tend to
either both have large volumes or both have small volumes. On
the other hand, a negative autocorrelation at this distance
suggests that a residue with a small volume is typically spaced
one position away from a residue with a large volume and vice
versa. Consequently, introducing a single mutation XnY
depending on the relative volumes of residue X and Y could
change the autocorrelation sign and magnitude. As one can see
in Figure 4B, for most of the single mutations FC in
autocorrelation of residue volume remains close to one.
Both these quantities exhibit negative correlations between

their fold-change of autocorrelation values and cell lysis times.
The fold-change values range from ∼ −4 to ∼2 for residue
volume and range from ∼ −1.5 to ∼1.5 for steric hindrance
(Figures 4B and 4C). The negative fold-change values indicate
a reduction in the overall volume occupied by amino acid
residues and a decrease in the steric hindrance experienced by
these residues within the holin protein compared to the wild-
type species. These alterations arise from the mutations
resulting in substitutions with smaller amino acid residues or
less bulky side chains. On the contrary, the positive fold-
change values suggest the increase in the residue volume or
steric hindrance, potentially due to the substitutions with larger
amino acid residues or bulkier side chains. The corresponding
cell lysis dynamics data reveal that the holin variants exhibiting
negative fold-change values generally result in prolonged lysis
times compared to the wild-type holins. This suggests that
mutations leading to a decrease in residue volume or in the
steric hindrance (e.g., holin mutations “D85G”, “G38S”)
impede holin’s efficiency in interacting with the cell membrane,
consequently delaying the process of cell lysis. It is also
possible that smaller residues decrease the ability for holin
proteins to aggregate inside the membrane, which is the critical
step in breaking the membrane. Conversely, the holin variants
with positive fold-change values (such as mutations like
“L10M”, “I21V”, “L90I”) tend to exhibit faster cell lysis times.
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This acceleration in lysis can be attributed to enhanced
membrane interactions facilitated by substitutions with larger
amino acid residues or bulkier side chains.
Additionally, the analysis of correlations between the mean

volume and steric hindrance of residues with the mean cell
lysis times for different holin mutations, as depicted in
Supporting Figures S3A and S3B, further supports this
relationship. It underscores how variations in residue volume
and steric hindrance directly impact the efficiency of holin
proteins in inducing cell lysis, thus highlighting the intricate
interplay between protein structure, physicochemical proper-
ties, and lysis dynamics. Likewise, another physicochemical
feature, polarizability,48 shows a similar trend with the mean
lysis timing (see Figure 4D and Figure S3C).

Detailed Analysis of Selected Features: Pseudo-
Amino Acid and Physicochemical Composition. One
could also see from Figure 3B that both amphiphilic
pseudoamino acid composition (APAAC)49 and pseudoamino

acid composition (PAAC)34 correlate with the cell lysis
dynamics. APAAC characterizes the amphiphilic nature of
amino acids, which is crucial for interactions with membranes,
while PAAC assesses the overall amino acid composition and
local sequence order information. Analysis of the fold-change
of these physicochemical properties reveals negative correla-
tions with cell lysis times (see Figures 5A and 5B). The
APAAC analysis indicates that negative fold-change values
correspond to a decrease in the amphiphilicity compared to the
WT holin (Figure 5A). This suggests alterations in the
distribution of hydrophobic and hydrophilic amino acids
within the holin protein, which potentially weakens the
interactions with the cell membrane and delays cell lysis
compared to the WT holins. Conversely, positive fold-change
values indicate increased amphiphilicity compared to the WT
holins, enhancing the interactions between the protein and the
lipid bilayer in the cell membrane. This enhanced interaction
probably facilitates more efficient membrane disruption,

Figure 5. Mean cell lysis times for different holin mutants as a function of (A) fold-change of amphiphilic pseudoamino acid composition
(APAAC), (B) fold-change of pseudoamino acid composition (PAAC), (C) fold-change of solvent accessibility and (D) fold-change of polarity.
The linear regression fits are shown by the red lines. The parameter r represents the Pearson’s correlation coefficient with the associated statistical
p-value.
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thereby expediting the cell lysis process and resulting in
accelerated cell lysis dynamics compared to the WT holins.
Similarly, PAAC analysis (Figure 5B) indicates the reduced

composition of certain amino acids compared to the WT
holins for fold-change values less than 1. This means that the
corresponding mutations impact the structural stability,
functional dynamics, and interactions of the holin proteins,
resulting in delayed lysis times compared to the wild-type
species. On the contrary, FC > 1 in PAAC suggests an
enrichment of certain amino acids within the holin mutants.
This enrichment facilitates improved interactions with cellular
components, expediting the process of cell lysis compared to
wild-type proteins.
Our theoretical analysis also identified other relevant

physicochemical properties that are related to the distribution
of particular physicochemical properties along the holin
sequence (see Figures 5C and 5D and Figure S4). These
features include solvent accessibility, polarity and hydro-
phobicity,50 each of which is coarse grained into three
categories listed in Table 2 in ref 50. The composition
descriptor, C, measures the fraction of amino acids in the holin
sequence that fall into each of the three categories. The
distribution descriptor (Di) for each group (i) are defined in
the following way. The fractional distance along the
neighborhood sequence surrounding the mutation point that
accommodates the first residue, 25%, 50%, 75% and 100% of
the residues belonging to the group i (i = 1, 2, 3) are denoted
as Di001, Di025, Di050, Di075, Di100, respectively (see Table
S3 for description of the selected features).
As one can see from Figure 5, the fold-change data for

solvent accessibility pattern of the holin sequence has a
positive correlation with the cell lysis dynamics for various
holin mutants compared to the WT (Figure 5C, Figure S4C).
Solvent accessibility refers here to the extent to which amino
acid residues within a protein are exposed to the surrounding
solvent environment. Changes in solvent accessibility can
result from alterations in the protein’s conformation, surface
properties, and interactions with other molecules. The wild-
type holin serves as the baseline with a fold-change of 1 in the
solvent accessibility. Comparing this to the holin mutants (see
Figure 5C), variations in both solvent accessibility and lysis
times are observed. For instance, the mutant D85G exhibits a
fold-change of 1.2 in the solvent accessibility, indicating an
increase in the access to solvent molecules compared to the
wild-type proteins and correspondingly its lysis time is
significantly larger. Conversely, mutants like G39S exhibit a
fold-change of 0.88 in solvent accessibility, suggesting a
decrease in solvent accessibility compared to wild-type
proteins. This reduction in solvent accessibility corresponds
to a relatively shorter cell lysis time. These observations
suggest a correlation between the solvent accessibility and cell
lysis times in the holin mutants. Alterations in solvent
accessibility may influence the efficiency of holin proteins in
interacting with the cellular components, consequently
impacting the dynamics of cell lysis.
To ensure the robustness of our analysis, we performed

additional analysis with a larger subsequence window rc = 8,
and the corresponding results are presented in the Supporting
Information (see Figures S5 and S6). We found that the
conclusions on correlations are very similar to those that we
already discussed above.

Local Hydrophobicity Plays a Critical Role in
Determining Cell Lysis Times. While our theoretical

analysis identified several physicochemical properties that
most strongly correlate with cell lysis dynamics, it is important
to analyze separately the effect of hydrophobicity since it
provides a clearer physical picture of the holin proteins’ ability
to break the cellular membranes.
Hydrophobic interactions are fundamental to protein−

membrane interactions and are known to play an important
role in membrane disruption processes.53−55 Recent experi-
ments suggest that mutations alter the hydrophobicity of
transmembrane domains of the holin proteins, impacting the
externalization of transmembrane domains.24 This means that
the degree of hydrophobicity can markedly affect the efficiency
and dynamics of the cell lysis process. To explore this, we
analyzed the local mean hydrophobicity of the neighborhood
sequence of length 2rc + 1 surrounding the mutations, as
defined in eq 7. Our goal is to elucidate how local
hydrophobicity influences the efficiency and speed of cell lysis.

H
r

H1
2 1c i

r

i
1

2 1c

=
+ =

+

(7)

For precise quantification of hydrophobicity, we employed
the Wimley−White hydrophobicity scale51 (see also Table S4),
focusing on the amino acid residues within the holin protein
sequence. The results, as depicted in Figure 6A, reveal diverse

changes in the mean hydrophobicity values (ranging from −0.2
to 0.6) across different experimentally studied mutations.30

Notably, we observe a strong inverse correlation between the
mean hydrophobicity of holin mutants and their mean cell lysis
times (Figure 6A). This emphasizes the important role of
hydrophobicity in cell lysis. Holin mutants with higher
hydrophobicity tend to exhibit shorter lysis times, while
mutants with lower hydrophobicity exhibit longer lysis times.
For instance, the mutations I21V, A99V, and L10M,
characterized by relatively high hydrophobicity values,

Figure 6. (A) Mean cell lysis times as a function of local mean
hydrophobicity (using eq 7) for various single-point mutants.30 The
mean hydrophobicity is calculated according to the Wimley−White
hydrophobicity scale51 for the neighborhood region of radius rc
around the mutation point. The calculations assume rc = 7. The
linear regression fit is shown by the red line. The parameter r
represents Pearson’s correlation coefficient with the associated
statistical p-value. (B) The helical wheel diagram52 for amino acid
sequences around the mutation point for mutations “D85G” and
“I21V”. Residues are color-coded: yellow - hydrophobic; light blue -
polar; dark blue - cationic; red - anionic; green - Gly/Pro.
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demonstrated significantly shorter mean lysis times compared
to the wild-type holins. Conversely, the mutations with lower
hydrophobicity, such as D85G and S89W, exhibited longer
lysis times than the WT variant.
These observations can be explained with the following

arguments. Mutations with negative hydrophobicity values
typically include more hydrophilic or polar residues (to better
visualize this see the helical wheel diagram in Figure 6B for the
mutation “D85G”), indicating a stronger affinity for the
aqueous cytoplasmic environment rather than the hydrophobic
lipid bilayer of the cell membrane. Consequently, such
mutations exhibit reduced membrane affinity that eventually
leads to slower or less efficient membrane disruption and cell
lysis. On the other hand, mutations with positive hydro-
phobicity values tend to be more hydrophobic (see Figure 6B
for the mutation “I21V”), showing a preference for interaction
with hydrophobic regions of the cell membrane. In addition, it
can be argued that proteins with larger hydrophobicity might
interact strongly with each other, stimulating the protein
aggregation that should help to break the cellular membranes
more easily. Thus, mutations with higher hydrophobicity
values exhibit enhanced membrane affinity, facilitating faster
membrane disruption and more efficient cell lysis.

In addition to analyzing the observed relationship between
mean hydrophobicity and lysis times based on the holin
mutations introduced by Kannoly et al.,30 we extended our
analysis to include a completely separate set of experimental
cell lysis times data for various other holin mutations
performed by To et al.21 It is worth noting that the
experimental conditions in the study by To et al.21 were
entirely different from those in the study by Kannoly et al.,30

indicating variability across the data sets. Despite this variation,
our analysis again revealed a strong correlation between mean
hydrophobicity and cell lysis times for the mutations
introduced by To et al.21 (see Figure S7). This result further
supports the notion that local hydrophobicity plays a crucial
role in determining the efficiency and dynamics of cell lysis,
regardless of experimental conditions. The correlation
coefficient obtained for this additional data set is similar to
that obtained from the Kannoly et al.30 data set, indicating the
robustness of our findings across different experimental setups.
Furthermore, to additionally assess the robustness of our
analysis, we also investigated the relationship between the
mean hydrophobicity and the cell lysis times using a larger
neighborhood sequence radius (rc = 14) on both data sets (see
Figure S8). Remarkably, even with this increased radius, the

Figure 7. 2D contour plot of predicted mean cell lysis times based on the mean hydrophobicity values for all possible amino acid substitutions at
the position (A) I21, (B) G38, and (C) D85. The mean lysis times for the red colored mutations I21V, G38S and D85G were originally determined
by Kannoly et al.30 The mean hydrophobicity is calculated according to the Wimley−White hydrophobicity scale51 for the neighborhood region of
radius rc = 7 around the mutation point.
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correlation between mean hydrophobicity and lysis times
remained strong, albeit with a slightly reduced correlation
coefficient. This observation underscores the consistency of
our theoretical analysis and the universality of correlations
between the hydrophobicity and cell lysis dynamics.

Prediction of Cell Lysis Times for Arbitrary Holin
Mutants Based on Local Hydrophobicity. The advantage
of our theoretical method is that not only it can quantitatively
analyze the correlations between the physicochemical proper-
ties of holin proteins and their ability to break cellular
membranes, but it can also make explicit predictions about cell
lysis dynamics for any holin mutants, even for those that have
not been studied yet. This clearly provides an important tool to
test the validity of our theoretical approach.
To illustrate this, we proceed to predict the mean cell lysis

times for newly generated holin mutants based on their mean
hydrophobicity (⟨H⟩) values. From the linear regression fitting
between mean hydrophobicity and mean lysis times depicted
in Figure 6A, one can evaluate the slope (a = −181.8) and
intercept (b = 92.6) parameters. Then, assuming that
correlations between the hydrophobicity and cell lysis times
are universal, the predicted times can be estimated from

T a H bpredicted = + (8)

More specifically, we selected three different positions along
the protein sequence, namely, I21, G38, and D85, each
corresponding to one of the three transmembrane domains
(see the protein structure in Figure 2). Notably, for the
mutations I21V, G38S, and D85G, Kannoly et al.30 had
originally determined the cell lysis times experimentally.
However, our predictive model allows us to estimate cell
lysis times for all possible amino acid substitutions at these
positions, and the corresponding results are presented in
Figure 7. It quantifies how different mutations at these
locations are affecting the cell lysis dynamics. These mutations
yield varying effects on the mean local hydrophobicity, even
within the same mutation type but at different positions. For
example, the mutation I21G results in a positive mean
hydrophobicity value (Figure 7A), whereas for the mutation
D85G, it is negative (Figure 7C). This positional specificity
suggests that certain regions of the holin sequence may be
more sensitive to mutations affecting hydrophobicity and thus
depending on the nature and location of the mutation, the
dynamics of cell lysis can be either accelerated or delayed. This
phenomenon likely stems from the mutation’s proximity to
critical functional domains involved in the membrane
interactions and rupture. While our analysis demonstrates the
importance of hydrophobicity in determining the kinetics of
cell lysis in holin mutants, our model also allows us to design
new holin mutants with tailored lysis kinetics that could
accelerate the development of novel antimicrobial strategies
targeting bacterial lysis.

■ CONCLUSIONS
In conclusion, our theoretical study determines the correla-
tions between certain physicochemical properties of holin
proteins and the corresponding cell lysis dynamics, clarifying
some aspects of the underlying mechanisms governing
bacterial membrane disruption. Through correlation statistical
analyses, we identified specific physicochemical features, such
as mutability, residue volume, steric hindrance, amphiphilicity,
solvent accessibility, polarity, polarizability, and hydrophobic-

ity, that significantly impact the efficiency and kinetics of cell
lysis. Based on these results, it is argued that the critical role of
these properties is in modulating the interactions between
holin proteins and the cell membrane, ultimately influencing
the dynamics of bacterial cell lysis.
Our analysis emphasizes the important role of hydro-

phobicity in governing the efficiency and speed of cell lysis.
Strong inverse correlation between the local hydrophobicity
and cell lysis times is observed, emphasizing the crucial role of
hydrophobic interactions in membrane disruption processes.
By leveraging this relationship, we developed a quantitative
predictive model capable of explicitly estimating cell lysis times
for holin mutants that have not been yet experimentally
studied. This predictive model not only deepens our
understanding of the underlying principles governing bacterial
lysis but also offers practical applications in the design of novel
antimicrobial strategies targeting bacterial membranes.
It is also important to discuss the limitations of the current

study. First, our analysis was performed on very limited sets of
data where fluctuations and systematic errors might signifi-
cantly affect the conclusions. However, given the fact that our
analysis produces the same results for experimental observa-
tions done under very different conditions, it suggests that our
approach is quite robust. Due to the enormous number of
possible mutations for holin, it will be critical to test our
predictions with more cell lysis data for other holin mutants.
Second, the Pearson correlation method can be heavily
influenced by outliers. A single outlier can significantly affect
the value of the Pearson coefficient, misleading the
interpretation of the linear relationship. There are other
methods to quantify the correlations, and we plan to explore
them in the future. Furthermore, it will be important to
investigate this system using computer simulations with atomic
resolution. In addition, there are large error bars in the
experimental measurements of cell lysis dynamics that might
also complicate the analysis. However, despite these issues, our
theoretical method provides a simple quantitative method of
identifying the physicochemical properties that are the most
relevant for understanding these complex biological processes.
Importantly, our study not only clarifies many aspects of the
molecular mechanisms of holin-mediated cell lysis, but also
provides possible directions for engineering advanced medical
therapies with tailored cell lysis kinetics.
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